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**PCA (Метод главных компонентов)**

* 1. **Математическое обоснование**
  2. **Роль в машинном обучении**
  3. **Реализация в прикладной задаче**
  4. **Плюсы и минусы метода**

**Корреляционный анализ**

**2.1) Математическая теория**

Основной задачей корреляционного анализа состоит в количественном определении тесноты связи между двумя признаками при парной связи и между результативной и несколькими факторными признаками при многофакторной связи и статистической оценке надежности установленной связи.Корреляционная связь существует там, где взаимосвязанные явления характеризуются только случайными величинами. При такой связи среднее значение (математическое ожидание) случайной величины результативного признака у закономерно изменяется в зависимости от изменения другой величины х или других случайных величин x1,x2,...,xn. Корреляционная связь проявляется не в каждом отдельном случае, а во всей совокупности в целом. Только при достаточно большом количестве случаев каждому значению случайного признака х будет соответствовать распределение средних значений случайного признака у. Наличие корреляционных связей присуще многим общественным явлениям.

**2.1.1) Основные понятия**

Корреляция – статистическая взаимосвязь двух или более переменных, в которой при изменении одной или нескольких величин, меняется другие величины или другая, но одна величина.

Корреляционный анализ – раздел математической статистки, которые изучает эти взаимосвязи.

Корреляционный связь – это согласованное изменение двух признаков, отражающее тот факт, что изменчивость одного признака находится в соответствии с изменчивостью другого. Т.е. каждой независимой переменной x соответствует определенное математическое ожидание значения y.

Группировочный признаки – признаки, по которым осуществляется разделение единиц изучаемой статистической совокупности на качественно однородные группы.

Факторный признаки – признаки, определяющие изменение показателей совокупности.

Результативные признаки – изменяются под влиянием факторных признаков.

Парная корреляция – связь между двумя признаками.

Частная корреляция – связь между двумя признаками, при фиксированных значениях других факторных признаков.

Множественная корреляция - связь между результативным и двумя или более факторными признаками, включенными в исследование.

**2.1.2) Различия корреляционных связей**

Корреляционные связи могут различаться по трем свойствам:

1. *По форме.* По форме корреляционная связь может быть прямолинейном или криволинейной. Примером прямолинейной связи можно назвать связь между количеством тренировок и количеством решенных задач на контрольной сессии.
2. *По направлению.* Корреляционная связь может быть положительной и отрицательной. При положительной корреляционной связи более высоким значениям одного признака соответствуют более высокие значения другого, при более низких значениях одного признака соответствуют более низкие значения другого. При отрицательной связи обратные соотношения: более высоким соответствуют более низкие, более низким соответствуют более высокие.
3. *По тесноте (силе или степень).* Определяется по коэффициенту корреляционной связи.

**2.1.3) Вариационный ряд и ранговая корреляция.**

Пусть из генеральной совокупности извлечена выборка, причем наблюдалось раз, — раз, — раз. — объем выборки. Наблюдаемые значения - называют вариантами, а последовательность

вариант, записанных в возрастающем порядке, — вариационным рядом. Числа наблюдений называют частотами, а их отношения к объему выборки— относительными частотами.

*Статистическим распределением выборки* называют перечень вариант и соответствующих им частот или относительных частот. Статистическое распределение можно задать также в виде последовательности интервалов и соответствующих им частот (в качестве частоты, соответствующей

интервалу, принимают сумму частот, попавших в этот интервал).

Заметим, что в теории вероятностей под *распределением*

понимают соответствие между возможными значениями

случайной величины и их вероятностями, а в математической

статистике — соответствие между наблюдаемыми

вариантами и их частотами, или относительными частотами.

**2.1.4) Коэффициент корреляция Пирсона.**

Коэффициент корреляции Пирсона характеризует существование линейной зависимости между двумя величинами. Пусть даны две выборки ![x^m=\left( x_1, \cdots ,x_m  \right), \; y^m=\left( y_1, \cdots ,y_m  \right);](data:image/gif;base64,R0lGODdhIAEXAPMAAP///9XV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRgAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgARcAAAT/EMhJa1hniLXE5lUojmRpnmiqruOVfR63sHRt3zi6GIrSDYcOYJYrGo/I0a73CwqGyah0epolEs/NQELMXahgXQBpxQK0XOM3zA4txsfFFnAZb4zCtp5yT8oldWddOHl7bX0oLgQycIITfX85iIAYixyNe4qMNIU6bxRdiJBzOJOXoIZDnxODKYUgIhcFCUKIr09DixUyvL1uuJSzta1ssrRZxCeTJhsFoV23XLqgvdW/jwvO2IbNzzS2yUNjkbuolJjfrZ/kqeJDpDadJT/QwINdgTf5QwID9Yb0WAFTsc9EQT3yzrGAtSsZwxAH063IE3HKMn4KqzjcqARXxSoD/0t8BBOuoj8lHN2Eo7OK0MQJ/kJSSdglpicRD1mFq5kQxUUSQtbUqGbNHM4nQjkg2BMUHwYNHGLkhKKiy4EDN4j6Mmr0KoWTbKxijWeiw4YEgtCR3BUD7QZ091ZWJWJ2gduWS3z0c0LV3FQ3c9iFcRiYlFJqRR5GEvxSVSwOBIK0bNPqwoLIp8pNQIA2B2dKlyVjKoMssBsJnw3KWMr08WHNqDvjSA16AWuyAGi3mzf0q9wUYF3NCXSRSPAT2lqTSM71uA3nEpj3BgB992lOsF2mEEUXXprvJ0ZKWRlRHR6Ik11ArTsVmvWy0yX8ZDH/qEBp5h0BRaZ2MNu0OPHxm6BPdPG3Cw96ASEEMUTU9x5GC4HS30ITBsjKBAVBUiFLmQFkwSYWcrGhK3BYNlkaV5QG3oXuPDiCg0q4uJBMMtrX2IORENcKjDX2xFuNBAKpzIDZ7cYdF975KKR+niDw15Jc0AhlRq64GE0uTo0IpJJTrsDjklxS4ySRU9yDYUtf1ihUl1lpuWSabO4X55x0UiZlnSTAieeefIpEJp8nVhABADsAAAAAAAAAAAA=) коэффициент корреляции Пирсона рассчитывается по формуле: ![](data:image/png;base64,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)

где ![\bar{x}, \bar{y}](data:image/gif;base64,R0lGODdhIAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgABAAAARoEMhJq7036c0t/1gojmQpBolBbEGWtFOCoQWSCIAgV3qx57/KC5AYiG6D3+00HC0BKNiseZwkcUccKvQzGDA3HQIo1VCKEvQFlSAYNFLAYTxhJw6mS/Liy2csUX48O0s6cYJEMHaHExEAOwAAAAAAAAAAAA==) – выборочные средние ![x^m](data:image/gif;base64,R0lGODdhIAAMAPMAAP///9XV1crKysDAwLW1tampqZ6enm5ublRUVEZGRgAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgAAwAAARXEMhJa1BnCKXE5lUoSoqRJN1wdIAyvpOLIAKwDSSstzhwBTbX63IgcBRAyWay5A0VBQSr2aqRrArjCOkMCXOSH0y8K0/IZjPrkt56FIhgsm3hEFZc+iQCADsAAAAAAAAAAAA=) и ![y^m](data:image/gif;base64,R0lGODdhGAAQAPMAAP///9XV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRgAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAYABAAAARdEMhJQVhniLXE5lUILIaidMPRjWK1AEkiANsgva1rW0tA4xzfBPebbG62TYF4vM2cNwJHMCCubhTiRXjd5lrE6vPrmhwOZNFit06HLhyEO7eci7z20WwjzMN7eRMRADsAAAAAAAAAAAA=), ![s_x^2,  s_y^2](data:image/gif;base64,R0lGODdhKAAXAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAoABcAAASzEMhJq700pB1w3knnYckACOEIlGeqVsmEqrE0v1Qt6WSOYzdc8JcTEBNGImUI0HAqTIvTJdEkq8jW53qxarEdXYLQTfFgZGiisJtMRS32yvOeJA6gcwAluudVe1QvA2dKhCNZLXAeGztJfFguGlOCK36NAAcIkU87BAQ1iUAxoRKHiCtGk4hhFoUXNYRcjGo4NQYGP2eVPSsmjAIoCAWvNBsHgBsEBrw/xErQOwOQ0UogcBEAOwAAAAAAAAAAAA==) – выборочные дисперсии, ![r_{xy} \in \left[-1,1\right]](data:image/gif;base64,R0lGODdhWAAVAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABYABUAAATfEMhJq704U8WV/lfngWQJjmYKoGpbsuAAU3I1u3hocgjG2zlcQAS7aYySYrA1FGSQviPQwpFxAkvJEPtUQZUVgcKgGADE2ZVTmvpONwTEIb05edkTY5k+QRA5b38idV2EFVs+Cn6AAEMKXENvhTt4SRdolx4jmwQEm2t5oFFtlSshohtYSgpOiBSuo5R5LGCSsYQyqI2skyeKjAgJSb8oUKWWAAdzF44dtio1vScCYgkFYHstxnbSH44EB482Py7bGpi3dNc45k9c6UFlYu93fFR8HfT19ob87M74AAKIAAA7AAAAAAAAAAAA). Коэффициент корреляции Пирсона называют также теснотой линейной связи. Свойства выборочного коэффициента корреляции:

* Знак выборочного коэффициента корреляции *ryx* совпадает со знаком выборочного коэффициента регрессии *byx*.
* Корреляция называется положительной, если переменные *Х*и *Y*изменяются в одном направлении, и отрицательной − если переменные *Х* и *Y* изменяются в разных направлениях.
* Абсолютная величина выборочного коэффициента корреляции *ryx* не больше единицы:|*ryx*|*≤*1.
* Если выборочный коэффициент корреляции равен 0, то переменные *Х* и *Y* не связаны линейной корреляционной зависимостью, т.е. при *ryx* *=*0 условные средние *yi* сохраняют постоянное значение при всех значениях *хi*.
* Если выборочный коэффициент корреляции равен 0, то переменные *Х* и *Y*могут быть связаны нелинейной корреляционной или даже функциональной зависимостью.
* Если абсолютная величина выборочного коэффициента корреляции равна 1, то наблюдаемые значения переменных *Х* и *Y* связаны линейной функциональной зависимостью.
* С возрастанием абсолютной величины выборочного коэффициента корреляции линейная корреляционная зависимость переменных *Х* и *Y* становится более тесной и при |*ryx*|= 1 переходит в функциональную зависимость.

**2.1.6) Коэффициент частной корреляции.**

Если удалось установить тесную зависимость между двумя исследуемыми величинами, отсюда ещё непосредственно не следует их причинная взаимообусловленность. Из причинной связи величин следует стохастическая связь, из стохастической связи не всегда следует причинная.

За счет эффектов одновременного влияния неучтенных факторов на исследуемые переменные может искажаться смысл истинной связи между переменными. Например, подсчеты приводят к положительному значению коэффициента корреляции между парой случайных величин, в то время как истинная связь между ними имеет отрицательный смысл. Такую корреляцию между двумя переменными часто называют «ложной». Более детально подобные ситуации — обнаружение и исключение «общих причинных факторов», расчет «очищенных» или частных коэффициентов корреляции — исследуют методами многомерного корреляционного анализа.

Исключить влияние третьей переменной позволяет частный коэффициент корреляции. Частным коэффициентом корреляции между случайными величинами ![X](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tWJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAARDEMhFjVmzUCw7QoNEcF25gECwBGVbJMbItuWAKIZA09veCgYFyaciGA4h4gowOBR8goVugmoNjkkbLgnYWDiLy4UTAQA7AAAAAAAAAAAA) и ![Y](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQ+EDB2zgSYmckwToqHEZ2IGYrhBUxgYkNSCozwegYCDEZxewNEAmGw/TKLg/EoSQyYngt0R5wODonppCJ9RQAAOwAAAAAAAAAAAA==) при исключении влияния случайной величины ![Z](data:image/gif;base64,R0lGODdhEAAMAPMAAP///8rKysDAwG5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQ/EEiZSrrVzilMEdNRBJs0ECQQEGhJgSqbuokUFAbsTjdC7CUCYgTkeFK13aoFECRLy9Rq4LodODjdJIOpPCURADsAAAAAAAAAAAA=) называется

![r_{XY|Z}=\frac{r_{XY}-r_{XZ}r_{YZ}}{\sqrt{(1-r_{XZ}^2)(1-r_{YZ}^2)}},](data:image/gif;base64,R0lGODdh4AAnAPMAAP///9XV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVEZGRgAAAAAAAAAAAAAAACH5BAEAAAAALAAAAADgACcAAAT/EMhJq7046837DAxCMKRnbqBIMmeWjmUrz3Rt04yhMALA3qfcrve7CXk+oHLJbGJYjIHTt6quJFApMzvter8tRuCZ+F2pZWy56BGTzTHsjpGeuCmkOj3OmNfBgIEbAmwVhAQAhBYMiAAjMooYh4mFAAoKBAVIEpGLjY8Ul5mbgqWmWD0Zh3cUiiBjYamSjKycUQOkPrKGLK+tt7mnwmCVFpe7E4rBbRzHi2MICBXFtrrT0NLD2tuclxkIC9lTAt6zWh7g4rzn3O2ChJrIE7jsTPDLAL7UF/QX+u4AAUWjNMvLwE4f3CAcVMzXwoAQl0TBcgGel4lJfhUAgEverI28/zZ2jEgSSBU1cVDum3HSxxo7a1Ju2FOIpsySOHPqnEICFwlYO4MKvViJ0IGJD7lZWVqTqdOnUKNKnUq1qtWrViQkUOApgbqhYMMqwfWkntizaIP4q3WxHda3cOPKndsyaVI7e/DGyFPEJsVkCKz8wRLVxN20ONmi4sCo2qJzoOxQQJDgXLyLHp2A+Dl0s2IlK5P1+ryJEDI2GPN9VuJLAoguE8mGAUrhNU8pstvQvnFvt2gJA6fhSejbXpHWHEOb6CsDuWtWuY1INuH8hrMMwOQ1XC1RFqk8PGcs/E4n/InDMm4aCly8UnXNdx4qb4FeAyn5TupfwAcpQYLMtpj1F/9xA+bXl3ZNvOdBJ8vMRx13qjioAQgCRGeBghk9B4uFW3i3XwsvnKEagB0wtwiIIcBwHH+M3dAai4etCIsAXnWBXDESYqEDEj/AE1l60wkXxI5E2FLAj8vZMJIEIwiIC0gfUgLSAAosICAQCOGIB1QUpaZSjkJmOJxeTnVZj19AsiSiSzLxRY0ZMfUB5hOn7aJlesWZFOSYszkxZ1tgBKchn4Qu+GeJeybagX5pAnSoCUsShAeCsWCnR0py5vXbYmEup52mNNnhBxuMCvKooecEk2WoSUaIyEOiXGaHLKu+1Op+nxQSay4sCnMqOtm81+sSq+xGyACRSjorGK7UcmxusqUixg9S2+XZxHV4YFMbWxgqocxp2hIoLQ0D8WfbF+RwZU62awUazrp2WDsuB2RByCwDslbwjzv9XOjGr/PaYgDANRzknkIE81atsgHbQBmJgMRWiEXJamNRSMlB3PCiCYdxBqtsrrkNyF9KGAEAOwAAAAAAAAAAAA==)

где ![r_{XY}](data:image/gif;base64,R0lGODdhKAAPAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAoAA8AAARxEAClBlVB6s2754JiVED4nSinEMiRvrBExrQXYCeFKNrFT4pdb0fRmFIryVE10BB+G4XgZbplOlJlVgULFXCe48FV4yQS09zAki73oB/BAexWIhDt8KwOuAksKFZ8fWBbeoNsTnsbFgV1PlFEKkFFHREAOwAAAAAAAAAAAA==) — коэффициент корреляции Пирсона между случайными величинами ![X](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tWJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAARDEMhFjVmzUCw7QoNEcF25gECwBGVbJMbItuWAKIZA09veCgYFyaciGA4h4gowOBR8goVugmoNjkkbLgnYWDiLy4UTAQA7AAAAAAAAAAAA) и ![Y](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQ+EDB2zgSYmckwToqHEZ2IGYrhBUxgYkNSCozwegYCDEZxewNEAmGw/TKLg/EoSQyYngt0R5wODonppCJ9RQAAOwAAAAAAAAAAAA==).  
Ранговый [коэффициент корреляции Кенделла](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D1%8D%D1%84%D1%84%D0%B8%D1%86%D0%B8%D0%B5%D0%BD%D1%82_%D0%BA%D0%BE%D1%80%D1%80%D0%B5%D0%BB%D1%8F%D1%86%D0%B8%D0%B8_%D0%9A%D0%B5%D0%BD%D0%B4%D0%B5%D0%BB%D0%BB%D0%B0) ![\tau](data:image/gif;base64,R0lGODdhEAAIAPIAAP///9XV1crKyqmpqWJiYgAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAMdCApRTq6s2QQYcuoSVLFayHBi2HTlJGTp8rUTGyYAOwAAAAAAAAAAAA==) (в отличие от [коэффициента Спирмена](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D1%8D%D1%84%D1%84%D0%B8%D1%86%D0%B8%D0%B5%D0%BD%D1%82_%D0%BA%D0%BE%D1%80%D1%80%D0%B5%D0%BB%D1%8F%D1%86%D0%B8%D0%B8_%D0%A1%D0%BF%D0%B8%D1%80%D0%BC%D0%B5%D0%BD%D0%B0) ![\rho](data:image/gif;base64,R0lGODdhCAAMAPIAAP///9XV1crKysDAwKmpqW5ubmJiYgAAACH5BAEAAAAALAAAAAAIAAwAAAMjCBrXoeAMMI4SVuUjoGUPgFGc1hXGVIkH0RwPA0HjHHV2ZicAOwAAAAAAAAAAAA==)) переносится на случай частной корреляции с помощью аналогичной формулы:

![<tex>\tau_{XY|Z}=\frac{\tau_{XY}-\tau_{XZ}\tau_{YZ}}{\sqrt{(1-\tau_{XZ}^2)(1-\tau_{YZ}^2)}},](data:image/gif;base64,R0lGODdh4AAnAPMAAP///9XV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRgAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAADgACcAAAT/EMhJq7046837XAsCgl7JgeJoaui4rHAszzQsvG8t30CuTzzfb0gsGnuB3rHnauYWSeEPqlxar9iNlBJ6kpgiSXd7ynTFX3GiVdmye6nP+pyt2y88zI0AyHP5AARkHH4We31bCQkEBQsCFIV/EoIVioyOd5mZmBl7VBU8AZ8rnHoLgkmQCwMDpWKPeC+iqRI3rK6auVaDFIqwoDi/pBy+FlQHB8adwW1JyLrQ0X2KGQcKyVYC1KYDK9bYhqvS43c3jcIUrd1L5rgSs1Ue6hfwvOT3Os+RQPY1+lvw9mkQGLAfvoMwxMVTVeCKQinmALRCN3BBQ2ANJyLcSMOFmDhc/0AS8QgnzZg0Hca0SYGSo8uXMImIatEyps2bS9KIetTIpRMnbX4KHUq0qNGjSJMqXfpTAoIEH1K5w0m1qo5WFuBZ3cp1BsBRu8YxHUu2rNmzQBGFM0OHyZc3Jd9COtAkDJeiJQR2jQn2lRZAAhUGkiLkAIJ1AM7torhkZl+YjmmNJCTrcQ9YN9AJEaz1SGdRu7phJSV5Auicog1yKb3DomW1AJ614WL69Q8/nUdP+QCj87tRunX4UF2bdYxiZm5RJOP7SKnnIXLGiAQdgXQTekn1E0DX+FfjMj/tI46dfJtf449kN8MYOwIE7WsJnk1Bq/nyH5YbaZ53uP4i/FFGw/9OwWX1mhBaFTjSL2TcBwZJAOzUEW/KaMeSDxLG4GBxfpliBod9IAAOgKM0uEIQ4RRAiQzDXXAfihitOEwMGk0y3wStXOSifBcNkIACiBVRiIkfECVGFMaw5BWF9KEx1JELfaRCQglNKSVhKu0YFwhrTKGZMERSeV2UYrDo3D0bmiDbb5KFid+YbvZ3JjlpllAjbPlVSEp8dFjZwxx2yZdnkya480aWf8KFpzR1emDLoPzcJZIH9hyyjyWKQTokopSaAYiMEmDqylS5NOqBbPyRaoQnpdly56KXZREKWK66st5eGcxDkG1FILdabCM2FyARQWjmTLC84lpNMqSehoVMNlBx86uBWXwjbVTK0ogDeHa0w1g9+MxjIJLZ0nCDAab6k8w+BeGzaxK3lsuBYfHZIU6BEb0aTUQYSaSqvB3Eu8uUiJ6U7hSTbklcBAA7AAAAAAAAAAAA)

Где ![\tau_{XY}](data:image/gif;base64,R0lGODdhKAAPAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAoAA8AAARvEIRED00g682715MAFNhnnl0SZImIvvC0wrQpf1UJXGWuJRbKRqDDETJET2KgIRR/LlPylnIRo5unh0iadZIAg6HmQSCwqcGgRU5pOQKDqg0/HNDwJX0TWp+oe1RsH2B7a1FOTB1rBXs8WUEcOW8RADsAAAAAAAAAAAA=) — [коэффициент корреляции Кенделла](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D1%8D%D1%84%D1%84%D0%B8%D1%86%D0%B8%D0%B5%D0%BD%D1%82_%D0%BA%D0%BE%D1%80%D1%80%D0%B5%D0%BB%D1%8F%D1%86%D0%B8%D0%B8_%D0%9A%D0%B5%D0%BD%D0%B4%D0%B5%D0%BB%D0%BB%D0%B0) между случайными величинами ![X](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tWJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAARDEMhFjVmzUCw7QoNEcF25gECwBGVbJMbItuWAKIZA09veCgYFyaciGA4h4gowOBR8goVugmoNjkkbLgnYWDiLy4UTAQA7AAAAAAAAAAAA) и ![Y](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQ+EDB2zgSYmckwToqHEZ2IGYrhBUxgYkNSCozwegYCDEZxewNEAmGw/TKLg/EoSQyYngt0R5wODonppCJ9RQAAOwAAAAAAAAAAAA==).

## 2.2) Роль в машинном обучении

**2.3) Реализация для прикладной задачи**

## 2.4) Плюсы и минусы метода

## Слабые стороны корреляционного анализа:

## 

**Метод максимального правдоподобия**

**3.1) Математическая теория**

**3.2) Роль в машинном обучении**

**3.3) Реализация для прикладной задачи**

**3.4) Плюсы и минусы метода**

**Сравнение методов**