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**ВВЕДЕНИЕ**

**PCA (Метод главных компонентов)**

* 1. **Математическое обоснование**
  2. **Роль машинного обучения в данной задаче**
  3. **Реализация в прикладной задаче**
  4. **Плюсы и минусы метода**

**Корреляционный анализ**

**2.1) Математическое обоснование метода**

## 2.2) Роль машинного обучения

**2.3) Реализация для прикладной задачи**

## 2.4) Плюсы и минусы метода

**Метод максимального правдоподобия**

**3.1) Математическое обоснование**

**3.2) Роль машинного обучения**

**3.3) Реализация для прикладной задачи**

**3.4) Плюсы и минусы метода**

**Сравнение методов**

# ЗАКЛЮЧЕНИЕ

# Использованные источники